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Introduction  

Temperature is one of the most important elements in climatic analysis. 

Variability in temperature distribution may lead to economic issues 

.Temperature variability can significantly affect an environmental process (Bajat 

et al., 2015 ). Temperature has changed s ignificantly in different parts of the 

globe during the recent decades (Benavides et al., 2007 ). In recent years, Kernel 

functions have received maj or attention, particularly due to the increased 

popularity of the Support Vector Machines (Appelhans et al., 2015 ). Therefore, 

the spatial kernel patterns variability of  temperature effects are important for 

climatic analysis and environmental planning. To predict spatial similar 

variations of temperature, different kernel statistics models have been used  
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(Kri voruchko and Gribov, 2004 ). Forecasting methods use kernel model outputs 

for evaluating the impact of temperature changes on the climatic systems, 

because the spatial formation of kernel statistics models remains quite soft and 

is suitable for climatic studies (Frņczek et al., 2003). The kernel interpolation  

techniques  provide a suitable spatial  format  that computes a temperature 

output layer where the value for tempera ture output pattern is a function of the 

values of temperature input pattern for any station that falls within a specified 

similarity to that station location (Hengl, 2009 ; Juan et al., 2011 ). The statistical 

function was performed on the input such as the Exponential , Gaussian, 

Guartic, Epanechnikov, Polynomial5 and Constant for all temperature values 

encountered in that kernel models (ESRI, 2014 ; Johnston et al., 2001 ). This 

study relies on a kernel interpolation  analysis to measure spatial kernel 

variability test of monthly temperature, and to estimates temperature 

distribution by forecasting the kernel interpolation  parameters of the 

distribution as kernel statistical functions . Conceptually, for each station in the 

output temperature layer, the algorithm determines which of the temperature 

stations fall within the specified kernel patterns of that cell (Lanfredi et al., 

2015). The particular functions selected are applied to the values of the speci fied 

field of those temperature stations. The kernel functions can overlap so that 

stations located in one kernel around the processing cell may also be included in 

the kernel of another processing cell . The kernel functions are Exponential , 

Gaussian, Qua rtic, Epanechnikov, Polynomial5 and Constant. Each function is 

defined by two parameters, as prediction and prediction standard errors. The 

paper uses kernel functions to produce perspectives on the variation in monthly 

temperature over Iran. Kernel functi ons create temperature output values for 

each cell station location based on the station value and the values identified in 

a specifically similar way (Pohlmann, 1993 ; Stein et al., 1994 ).The kernel 

functions calculate temperature output values by calculating a specified statistic 

to all the temperature station cells that are included  in each kernel pattern. The 

kernel functions analysis of monthly temperature allows  to control the cell size 

and cell alignment of the temperature output layer, as well as to limit the 

analysis to specific similar way within the analysis extent (Tadiļ et al., 2015; 

Wang et al., 2014 ). The studies on the spatial kernel variability of different 

regions in Iran are faint in the context of spatial -regional variability in 

temperature. Low temperatur e and its severe variations in the monthly spatial 

scales are the general characteristics of Iranõs climates (Alijani et al., 2008 ; 

Khalili et al., 2015 ). Six important indices are Exponential  statistics  (ES), 

Gaussian  statistics (GS), Guartic  statistics (QS), Epanechnikov  statistics (EPS), 

Polynomial5  statistics (PS) and Constant  statistics (CS). The ES index is a 

useful index used in many studies, while other indices have recently been 

introduced and no ticed (ESRI, 2014 ). The GS and GUS are suitable indices 

describing and forecasting the temperature spatial distribution mostly used in 

the monthly time scale (Hengl, 2009 ). Spatial kernel function patterns 

variability (SKFPV) of monthly temperature was applied to quantify the 

significance of magnitude of spatial temperature variations, respectively. 

Functions commonly used in kernel statistical analysis have been favored  over 

spatial statistical methods. The geo -statistical models have been frequently used 
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to estimate the significance of spatial variations in temperature series (ESRI, 

2014; Javari et al., 2010 ) .The Kernel  Interpolation  Method  (KIM) does not 

provide an estimate of the magnitude of the spatial variations itself. For this 

purpose, the other me thods referred to as the ES, GS, QS, EPS, PS and CS are 

very popular by the climatologists to measure the slope of spatial variations. 

KIM method provides a more powerful deterministic estimate than the other 

methods because it is suitable to outliers or e xtreme values (Hengl, 2009 ; javari, 

2015). The objective of this paper is to analyze and forec ast the period (1975 ð

2014) of spatial kernel variations of monthly temperature in Iran utilizing 174 

station data and 29664 temperature points. The geostatistical model was applied 

to detect the significant variation; KIM was applied to determine the varia tion 

magnitude; and, SKFPV was applied for temperature spatial variations. The 

analyses and forecasts were conducted for the whole Iran as well as 

morphological regions of Iran on a seasonal and monthly basis. It is important 

that the findings of this stud y will bring about more insights for understanding 

regional climatic conditions over the last periods in Iran. In final, this paper 

indicates that little work has been done on the climatology and spatial pattern of 

monthly and seasonal temperature in Iran.   

Materials and methods  

Study area and materials  

Iran lies between 25Á 3Ź - 39Á 47Ź N in latitude and 44Á 5Źð63Á 18Ź E in 

longitude in the south -western of Asia (Fig. 1). The total area of the Iran is 

approximately 1,348,195 km2. Almost all parts of Iran have four seasons.  

 
Figure1.  Location of station s 

 



 
 
 
 
896                                                                                   M. JAVARI 

The annual rainfall maximum are located on the southwestern of the 

Khazar Sea, in the northwest on the western slopes of the Zagros Mountains 

around the Sanandaj and Ravansar meteorological stations, and on the southern 

slopes of the southern Zagros Mou ntains around the Baft station (Alijani et al., 

2008). The interior parts of the Iran receive much less precipitation . More than 

half of the Iran receives less than 200mm and some parts get less than 50mm 

annually. Seasonal Temperature variations related to Iranõs subtropical systems 

position add to this variability. More than half of the annual rain comes in 

winter from w esterly systems carrying Mediterranean Sea moisture (Alijani et 

al., 2008; Etemadi et al., 2015 ; Ghajarnia et al., 2015 ).We were obtaine d  

monthly, seasonal and annual Temperature data for all of Iranõ 174 stations 

from the Meteorological Organization of Iran  (http://www.irimo.ir/eng/wd/720 -

Products -Services.html .) and 29664 Temperature points from has been extracted 

and processed the Temperature layers of Iran by using ArcGIS(Fig.2). 

Temperature datasets of 174 stations and 29664 Temperature points across Iran 

were analyzed for the period of 1975 ð2014 and autocorrelatio n analysis were 

applied to the temperature time series of each station to check the consistency 

and the homogeneity in the point statistical analysis by using ArcGIS  software 

(http://www.esri.com) . Fig.2 shows the distr ibution of 29664 Temperature points 

in Iran.  

 
Figure 2.  Annual Temperature  

In annual scales, highest amount of temperature occur in last 39 years in 

one of the point situated in Minab station.  

Methods 

Temperature series of 174 stations and 29664 temperature points have 

been extracted and studied. The temperature layers have been analyzed using 

ArcGIS  across Iran for the period of 1975 ð2014. The following methodologies 

were used  in sequence for the anal ysis; namely: (1)  The preliminary drawing 

http://www.irimo.ir/eng/wd/720-Products-Services.html
http://www.irimo.ir/eng/wd/720-Products-Services.html
http://www.esri.com)/
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of  isotherm  of annual temperature series was computed for each station and 

each temperature point over the period of 1975 to 2014, (2) Series are checked 

for autocorrelation , (3) Double -mass curve analysis and autocorrelation analysis 

were applied to the temperature  series of each station to check the consistency 

and the homogeneity. (4) Six important functions including  exponential , 

gaussian, guartic, epanechnikov, polynomial and constant  are applied to the 

whole series to detect the  magnitude of the spatial vari ations, and monthly and 

seasonal temperature patterns variations.  In this study, the exponential  

function was used to calculate temperature spatial variations pattern at the 

study stations. The exponential  function was presented by the ESRI as a method 

to estimate temperature spatial variations pattern.  The method actuates the 

temperature as that exponential function is a variant of a first -order Local 

Polynomial Interpolation  in which unsteady in the calculation is arrested using 

a method similar to the one used in the ridge regression to estimate the 

regression coefficients. Kernel Interpolation uses the following symmetric 

kernels: Ex ponential, Gaussian, Quartic, Epanechnikov, Polynomial of Order 5, 

and Constant. The bandwidth of the kernel is determined by a rectangle around 

the observations (ESRI, 2014 ). With temperature measurements done at 174 

stations and 29664 temperature points, the exponential statistics  equation is 

(Johnston et al., 2001 ; Olea, 2012):    

 

Where R = is a radius centered at point or station  and H is the bandwidth. 

The bandwidth parameter applies to all kernel functions except Constant. The 

ArcGIS 10.3 software which is able to extract and process the Temperature layers 

of Iran by using exponential statistics. With temperature measurements done at 

174 stations and 29664 temperature points, the Gaussian  statistics  equation is 

(Johnston et al., 2001 ; Oliver and Webster, 2014 ; Szentimrey et al., 2010 ):  

  

 

According to ESRI (2014) the quartic  statistics (QS) can be calculated 

using the following equation (Johnston et al., 2001 ): 
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With temperature measurements done at 174 stations and 29664 

temperature points, the  epanechnikov  statistics (EPS) is  (Hengl, 2009 ; Johnston 

et al., 2001 ; Oliver and Webster, 2014 ): 

 

 

According to ESRI (2014) the polynomial  statistics (PS) can be calculated 

using the following equation (Hengl, 2009 ; Johnston et al., 2001 ; Oliver and 

Webster, 2014): 

    

 

The constant  statistics (CS) , is  an indicator function that takes a value of 

1 if expression is true and a value of 0 if expression is false and it is estimated 

from the expression (Johnston et al., 2001 ): 

 

where I is an indicator function.  According to ESRI (2014) the regression 

coefficients  can be calculated using the following equations (Hengl, 2009 ; Oliver 

and Webster, 2014 ): 

 

     

and the predictions are made by:  

 

In this study, the exponential interpolation prediction error is estimated 

assuming that the model is correct,  was used that is the temperature spatial 

variation pattern is very small. In this study, the predictions and prediction 

standard errors were  forecasted as the validity indices of the RMSE, 

respectively. According to Neter et al. (1996) the regression errors can be 

calculated using the following equations (ESRI, 2014 ; Hengl , 2009; Johnston et 

al., 2001; Neter, 1996 ): 
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where QK(s0) are the values of the explanatory variables at the target 

location and  MSE is the mean square error around the regression line (Hengl, 

2009; Mart²nez-Cob, 1996; Ozelkan et al., 2015 ; Wang et al., 2014 ):  

 

According to Hwang et al. (2013) the root mean square prediction error 

(RMSE) and statistical indices are used to forecast the models which are 

presented below for the meas urement of  accuracy of the model and efficiency of 

kernel  interpolation  functions.  For investigating spatial variability of 

temperature in Iran  the following equation can be used.  (Halali et al. ; Hengl, 

2009; Hwang and Choi, 2013 ; Javari, 2010 ; Rivero et al., 2007 ): 

 

 

 

       

R2 is coefficient of determination that is simply the square of the 

correlation coefficient. SS T is sum of squared prediction and SS E is sum of 

squared residuals. The amounts of RMSE at each station and at each month 

were then compared statistically to other  functions of the month by a validity 

index. Validity indices of the results are based on the amounts of RMSE between 
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the monthly temperature values corresponding to the various functions for the 

entire period (1975 -2014).In addition, exponential, Gaussian , and constant 

kernel functions additionally support a smooth searching neighborhood  in order 

to limit the range of the kernel. The st andard search neighborhood is defined by 

the ellipse parameters: angle, major semiaxis, and minor semiaxis (ESRI, 2014 ). 

A kernel  smoother obtains a fitted value by taking a weighted average of the 

temperature series , with the weight decreasing for points further from the 

location of interest. Kernel smoothers  are classical smoothers that are less 

sophisticated than the other smoothers available.  In addition to the smoothing 

factor, the variations between the temperature values and the exponential , 

Gaussian and constant functions with 0.2 coefficient  were ana lyzed during  the 

entire period.  

Results and discussion  

In this study, six different functions as kernel functions were used to 

analyze and forecast monthly, seasonal and annual temperature patterns 

variability. Fig.2 shows the temperature variations in 2 9664 annual 

temperature points respectively at 174 stations  during1975 ð2014. In this paper, 

the temperature patterns variations concerning the kernel functions were 

considered for the monthly, seasonal and annual temperature at the 174 

stations and 29664 t emperature points. The variations of temperature cross 

validation (1975 ð2014) sandwiched between the kernel functions for the 

temperature are shown in Fig. 3.  
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Figure 3.  The variations of temperature cross validation (1975 ð2014) 

sandwiched between the kernel functions for the temperature  

As shown in Table.1, the R 2 of the kernel functions for the monthly, 

seasonal and annual temperature were neighboring. In fact, maximum (R 2 = 

0.987) and minimum (R 2 = 0.559) of the kernel functions were respectively 

significant during the period. The results also showed that all of the R 2 of the 

kernel functions between the monthly, seasonal and annual period were 

acceptable at January (0.987) and August (0.559).  

Table 1.  Amounts of R 2 at each methods   
Function 

Temperature 
Exponential Gaussian Quartic Epanechnik

ov 
Polynomial5 Constant 

 R2 R2 R2 R2 R2 R2 

Winter 0.972 0.812 0.742 0.712 0.872 0.752 

Spring 0.921 0.761 0.691 0.661 0.821 0.701 

Summer 0.841 0.681 0.611 0.581 0.741 0.621 

Autumn 0.965 0.805 0.735 0.705 0.865 0.745 

January 0.987 0.827 0.757 0.727 0.887 0.767 

February 0.982 0.822 0.752 0.722 0.882 0.762 

March 0.965 0.805 0.735 0.705 0.865 0.745 

April 0.946 0.786 0.716 0.686 0.846 0.726 

May 0.934 0.774 0.704 0.674 0.834 0.714 

June 0.873 0.713 0.643 0.613 0.773 0.653 

July 0.826 0.666 0.596 0.566 0.726 0.606 

August 0.819 0.659 0.589 0.559 0.719 0.599 

September 0.874 0.714 0.644 0.614 0.774 0.654 

October 0.932 0.772 0.702 0.672 0.832 0.712 

November 0.969 0.809 0.739 0.709 0.869 0.749 

December 0.985 0.825 0.755 0.725 0.885 0.765 

Annual 0.937 0.777 0.707 0.677 0.837 0.717 

 As shown in Table.2, the RMSE of the kernel functions for the monthly, 

seasonal and annual temperature was contiguous.  

Table 2.  Amounts of RMSE at each methods  
  Function 

Temperature 

Exponenti

al 

Gaussian Quartic Epanechniko

v 

Polynomial5 Constant Selected kernel 

function 

 RMSE RMSE RMSE RMSE RMSE RMSE Least of  RMSE 

Winter 2.05 2.151 2.089 2.141 2.071 2.22 Exponential 
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Spring 2.32 2.43 2.37 2.42 2.36 2.505 Exponential 

Summer 2.32 2.407 2.36 2.40 2.353 2.473 Exponential 

Autumn 2.067 2.159 2.097 2.153 2.076 2.226 Exponential 

January 2.08 2.178 2.117 2.17 2.095 2.248 Exponential 

February 2.141 2.303 2.139 2.193 2.14 2.279 Quartic 

March 2.099 2.169 2.1 2.158 2.09 2.24 Polynomial5 

April 2.198 2.281 2.21 2.27 2.172 2.36 Polynomial5 

May 2.37 2.484 2.43 2.48 2.418 2.561 Exponential 

June 2.596 2.591 2.597 2.598 2.599 2.663 Gaussian 

July 2.379 2.462 2.415 2.453 2.416 2.527 Exponential 

August 2.365 2.453 2.403 2.445 2.399 2.519 Exponential 

September 2.364 2.367 2.375 2.363 2.386 2.43 Epanechnikov 

October 2.217 2.312 2.59 2.31 2.24 2.376 Exponential 

November 2.06 2.16 2.09 2.15 2.07 2.23 Exponential 

December 2.01 2.09 2.025 2.08 2 2.154 Polynomial5 

Annual 2.133 2.23 2.173 2.222 2.16 2.30 Exponential 

In fact, about 0.663 (2 to 2.663) of the continuous range respectively in all 

period was insignificant.  The results also showed that all of the RMSE of the 

kernel functions concerning the temperature at  December (2) and June (2.663) 

were inappreciable. The RMSE assessed the relationship between the kernel 

functions for the temperature in Iran. The RMSE establish very strong 

relationships between the kernel patterns variations for temperature in  Iran. 

The RMSE considered the important role played by temperature for spatial 

patterns variations forecast of temperature and selection of kernel functions 

type for analysis of temperature in Iran. The results for the selected kernel 

functions type of the tempera ture at the study stations were summarized in 

Table 2. The kernel functions for the variations of the temperature were eleven 

exponential methods for monthly, seasonal and annual series. In this study, the 

exponential prevalent pattern of kernel at the sea sonal and annual temperature 

variability was forecasted during 39 years (1975 -2014) at 174 Iran stations and 

29664 temperature points. The results showed that the temperature seasonal 

variations frequently were predictable with the exponential spatial patt erns at 

all of the stations. To compare the kernel functions, the difference between the 

temperature spatial patterns variations during the months were also 

categorized at all stations. The results of the differences between the 

temperature spatial pattern s variations during the months are shown in Figs.4 ð

15. Fig. 4 shows the spatial variations of the January temperature by 

exponential function of kernel.  
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Figure 4.  January Temperature Prediction with Exponential Function  

The variations range of the January temperature with exponential 

function in the stations was detected in 25.1 C̍, primarily. This indicates the 

stronger spatial variations of temperature during January in mountain zones of 

western north and west in Iran. In addition, this indicates the stronger effects of 

mountain on temperature variability during January in north than south parts 

and at this month, the temperature variability values were from northwest to 

southeast higher than the temperature variability values. Fig. 5 shows the 

spatial variations of the February temperature by Quartic function of kernel. 

The varia tions range of the January temperature with Quartic function in the 

stations was examined in 22.8 C̍, mainly.  
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Figure 5.  February Temperature Prediction with Quartic Function  

This indicates the weaker spatial variations of temperature during 

February  in mountainous zones of northwest and west in comparison to January 

in Iran . Forecast of the spatial distribution of the temperature variability values 

during January and February demonstrated that most of the significant 

temperature variability occurred in t he southeastern and southern regions of 

Iran. Fig. 6 shows the spatial variations of the March temperature by 

polynomial5  function of kernel.  

 
Figure 6.  March Temperature Prediction with polynomial5  Function  
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The variations range of the January temperature with Quartic function in 

the stations was seen in 20.1 C̍, frequently. This designates the weaker spatial 

variations of temperature during March than January and February in Iran . 

Forecast of the spatial dist ribution of the temperature variability values during 

March demonstrated that the lowest of the significant temperature variability 

occurred in the center and central regions of Iran. Fig. 7 displays the spatial 

variations of the April temperature by Expon ential function of kernel.  

 
Figure 7.  April Temperature Prediction with Exponential Function  

The variations range of the April temperature with Exponential function 

in the stations was surveyed in 18.6 C̍, normally. This denotes the weaker 

spatial variations of temperature during April than previous months in Iran . 

Forecast of the spatial distribution of the temperature variability values during 

April determined that the lowest of the significant temperature variability 

appeared in the northwest of Iran. Fig. 8 shows the spatial variations of 

temperature in May by Exponential function of kernel.  
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Figure 8.  May Temperature Prediction with Exponential Function  

The variations range of the April temperature with Exponential function 

in the stations was reflected in 20 C̍, repeatedly. This shows the stronger 

spatial variations of temperature during May than April in Iran . Prediction of 

the spatial scattering of the  temperature variability values during May 

established that the lowest of the significant temperature variability happened 

in the western north of Iran and highest of the significant temperature 

variability appeared in the southeast of Iran. Fig. 9 illustr ations the spatial 

variations of the June temperature by Gaussian function of kernel.  

 
Figure 9.  June Temperature Prediction with Gaussian Function  
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The variations range of the June temperature with Gaussian function in 

the stations was viewed in 21 C̍, commonly. During the June (Fig. 9), the 

spatial variations of the temperature increased to 39 C̍ representing that the 

occurrence of the multiplier factors generally led to an increase in the June 

temperature in Iran. Similar to the May temperature patt ern, the highest of the 

spatial variations of temperature appears in the south and eastern half of Iran. 

Fig. 10 demonstrations the spatial variations of the July temperature by 

Exponential function of kernel.  

 
Figure 10.  July Temperature Prediction with  Exponential Function  

The variations range of the July temperature with Exponential function in 

the stations was observed in 18 C̍, frequently. During the July (Fig. 10), the 

spatial variations of the temperature increased to 39 C̍ in Iran. Forecast of the  

spatial distribution of the temperature variability values during July 

established that the lowest of the significant temperature variability occurred in 

the northern half of Iran and the highest of the significant temperature 

variability in the southern half of Iran. Fig. 11 shows the spatial variations of 

the August temperature by Exponential function of kernel.  
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Figure 11.  August Temperature Prediction with Exponential Function  

The variations range of the July temperature with Exponential function in 

the stations was detected in 18 C̍, frequently. Similar to the July temperature 

pattern, the highest of the spatial variations of temperature appears in August 

in the southern half of Iran. Fig. 12 shows the spatial variations of the 

September temperature by Epanechnikov function of kernel. The variations 

range of the September temperature with Epanechnikov  function in the stations 

was declared in 16 C̍, repeatedly. During the September (Fig. 12), the spatial 

variations of the temperature decreased to 34 C̍ in Iran.   

 
Figure 12.  September Temperature Prediction with Epanechnikov  Function  


















